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Abstract

The wealth management industry is currently undergoing a significant transformation, driven
by the convergence of machine learning, cloud computing, and the proliferation of data.
Organizations can no longer ignore the potential of these new technology trends as they add
complexity to the wealth management value chain. Machine learning has demonstrated
potential benefits when applied appropriately: machine learning allows firms to retain or
expand their competitive advantage, streamline their internal processes, and enhance their
interactions with clients. It has become a priority for many organizations to accelerate the use
of machine learning within their existing processes and functions. Cloud computing shifts the
economics of processing data and applying machine learning algorithms, allowing firms with
limited technology budgets to leverage the advantages of machine learning. It is now possible
to rapidly scale up access to data and more advanced machine learning algorithms that can
process it thoroughly, focusing internal capabilities on the application of machine learning
rather than its operation. Data privacy and cyber risk ensure that the costs and complexities
associated with huge data access are better managed by entities with expertise and experience
in these fields.

Various industry sectors have actively pursued the rapid adoption of machine learning in their
operations and processes. The impact of these developments has been felt across the wealth
management industry. Applications cannot ignore the developments in the rest of the industry
ecosystem that could add significant value to their existing processes. The paper builds on an
overview of machine learning by setting the background to wealth and investment management
functions. The most salient attributes of machine learning and cloud computing technologies
broadly are outlined, with particular relation to wealth and investment management. A clear
understanding of these capabilities enables the identification of the most pressing
considerations that hold back or slow wealth and investment management applications in the
mainstream adoption of these valuable technologies.

The wealth and asset management sectors have historically lagged the rest of the financial
services industry in deploying advanced new technologies. Discrete processing of trades and
information gathered over intimate interactions with clients is now a huge handicap as data
proliferation threatens to overwhelm these processes. A wide variety of internal applications
have sprung up in wealth and asset management firms, generally focusing on streamlining or
automating existing processes. Some applications, automating account opening and reporting,
have gained traction, but in the main firms lack a coherent understanding of how these
possibilities might add value. The impact of recent external developments, such as
advancements in machine learning and automated services, has begun to be felt within the
industry.

Keywords: Wealth Management,Machine Learning,Cloud Computing,Financial
Technology,Data-Driven  Decisions,Investment  Strategies,Predictive  Analytics,Portfolio
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Optimization,Client  Personalization,Risk  Assessment,Real-Time Data  Analysis,Digital
Transformation,Financial Data Analytics,Automated Advisory Services,Scalable Infrastructure.

1. Introduction

As globalization ushers in investment opportunities worldwide, wealth management (WM)
becomes a financial necessity. Safeguarding financial assets requires knowledge of financial
markets, products, and methods, which is far from universal. Seeking experts to manage wealth
has become common for private customers, resulting in the development of wealth management
expertise and applicable information systems. This research aims to investigate whether robo-
advisors could ease the accessibility of investment advisory services by helping individuals
construct and monitor an investment portfolio. The Ministry of Finance’s report on the state of
wealth management in Finland notes that advisory services are provided by banks and asset
management companies, usually as traditional services. However, the usability of face-to-face
advisory services is currently under scrutiny as Robo-Advisory development offers new ways to
provide investment advice. Nevertheless, these soft structures have implicitly established barriers
to entry by requiring users to possess some knowledge of wealth management. Understanding
these underlying structures is beneficial for taking advantage of new options.

A review of related literature reveals that the emergence of robo-advisors has been captured by six
themes: Robo-Advisory: Digitalization and Automation of Financial Advisory; Robo-Advisory —
Opportunities and Risks for the Future of Financial Advisory; Advice Goes Virtual: How New
Digital Investment Services are Changing the Wealth Management Landscape; The Rise of Robo-
Advice: Changing the Concept of Wealth Management; Digital Investment Advice: Robo
Advisors Come of Age; and Robo-Advisors: Capitalizing on a Growing Opportunity. Quantitative
factors and data-driven methods to find alpha in investment have been widely researched. Most
existing works study the methodology of applying ML in finance. Few works deal with the
implementation in production systems. This paper presents a machine learning (ML) platform
called Shai-am that streamlines the process of developing and deploying ML-based investment
strategies. Shai-am aims to abstract strategic logic into isolated components to maximize
reusability.

"Fig 1: Big data analytics in Cloud computing
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1.1. Background And Significance

Over the past two decades the financial services industry has been undergoing a rapid and
profound change driven by the rise of the electronic market. Innovations in technology have
led to the unbundling of traditional trading institutions, the democratization of algorithmic
trading, the introduction of large, high-frequency proprietary trading shops, and the emergence
of platforms where liquidity providers and liquidity seekers can meet for sequential
negotiation of large orders. This has led to better price discovery, reduced transaction costs
and lower market impact. Heterogeneous trading strategies and styles have induced the
emergence of a layer of liquidity that takes advantage of the leaked information and pushes
prices back to their equilibrium. Over the past few years, excessive systemic risk has entered
these highly interconnected markets, threatening their stability. Although several fallouts of
such "black swan" events have triggered massive losses and litigation, proofs that these events
were inevitable and not simply the result of collateral agents have proven to be very difficult.
Traditionally, market operators have relied on traders and analysts to model this intelligence.
The emergence of high-frequency trading has left them behind. Their intuitive and heuristic
trading styles are unable to mitigate transient price dislocations at extremely short time scales
and informational cascade phenomena at higher time scales. Nonetheless, it is possible to
define incentive schemes and market mechanisms that mathematicians are able to understand.
This leads to a somehow different market interpretation, where the quality of the employed
strategy plays a crucial role. New venues abide by the classical AMM-based trading paradigm
but trade off matches with model complexity to ease interpretation of the strategy. The
decomposition of the "order book spirit" into transactions is less prone to noise and market
information dilution.

Equ : 1 Client Portfolio Optimization (Machine Learning Model):

Where:
» E(R,) is the expected return of the portfolio.
A
P EORE WAL == e ) is the risk-aversion coefficient.
Maximize FE(Rp) — 5 o,

. ij is the portfolio’s variance, which is a measure of risk.

2. The Role of Technology in Wealth Management

Wealth management, as an integral part of finance, refers to the provision of services relating to
oneself versus others’ wealth, typically in an aggregated way. Wealth management services take
many forms, from figuring out how to average out or benchmark wealth to anticipated wealth
management considering environment changes. Advice regarding financial decision making based
on uncertainty over delay relates to the dynamics of wealth, leading to its change over time.
Depending on control timing (discrete vs. continuous), they can be mathematically modeled by
difference/volterra equations (predictive wealth management) or differential equations (adaptive
wealth management) . The machine learning (ML) framework is adapted to recently developed
controllable black-box ML technologies, taking into account the characteristics of wealth
management.
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As automobiles are becoming increasingly self-driving, wealth management is also seeking
perfection given naive management, as well as recommendation of diverse strategies based on
wealth directly. With the development of ML, the finance industry has adopted various forms of
ML as a form of quantitative research for asset allocation, securities selection, and so on. In a
naively stated manner, these ML-based strategies or research are repeatable - the same strategy
can be applied to other predicted values or new items with different features. In addition, it can
readily integrate diverse recent ML-based predictive tools considering time-variant states.
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Fig 2: Future Of Wealth Management

3. Understanding Machine Learning

Machine learning (ML) is an artificial intelligence subfield that concerns improving programs'
ability to process information automatically. The application of ML to solve complex problems is
becoming commonplace across domains. The finance industry is also examining many
sophisticated ML algorithms and investing heavily in research and manpower. Advances in
computing technology, such as distributed architecture, cloud computing, and high-speed
networks, have further boosted sequence processing and allowed us to gather diverse yet
humongous data sets. Despite prior works that attempted to apply various ML algorithms in the
finance field, accumulating real-world quantitative investment models is still an arduous task.
However, prior studies were mostly focused on methodology rather than deploying models in real-
world systems.

Investigating ML-specific risk factors in systems is crucial to building better and safer automated
systems. This is especially true for investment systems, where responsibility is a big issue.
Considering that the system gets bigger and more complex, matching the fast-moving market
becomes tougher. Users of such systems must be aware of the potential issues in the black-box
situation. Possible problems that can occur include concept drift, data quality issues, and careless
use of ML techniques against those potential issues. Any prior research or ML platform rarely
discusses those issues specifically for the investment domain. To avoid possible issues better, it is
important to have a systematic approach. Although many well-known ML platforms have been
presented, they are focused on generic nature rather than concrete usability for quantitative
investment. Of those ML platforms, to the best knowledge, only Shai-am aims to unlock ML’s
power for quantitative investment by abstracting strategic logic into isolated components. The
classic ML pipeline for each ML strategy, such as pre-processing, model selection, and hyper-
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parameter tuning, is modularized into reusable components. Beating competition is all about
software efficiency in the investment domain. For better system performance with tons of data,
both online and distributed architectures are provided. Various open-source projects are leveraged
to allow a flexible environment where the users can design pipelines and allocate resources freely.

3.1. Definition and Key Concepts

Machine Learning (ML) is the part of Artificial Intelligence that has grown significantly in a
variety of industries over the last two decades. Its growing spread can be linked to technological
advances in storage, computing power, and data management. As a result, the finance industry,
which produces enormous amounts of data every day, was also early to look at ML as a way to get
better investments. ML methods have emerged as a new kind of quantitative research at several
institutions. On the institutional side, it is now desirable to have a well-maintained infrastructure
that supports ML research. In practice, however, there are many aspects regarding ML that are
often overlooked and contribute to the low ratio of trouble-free operations. First, in the
conventional finance field, ML code is usually written in a way that is unstructured and ad hoc,
making it hard to work with others. Second, resource requirements and dependencies differ
depending on which algorithm to use, complicating the on-call operation of strategies in
production. Third, it is hard for traditional finance domain experts to apply their experience and
knowledge in ML-based strategies unless they are educated in recent technologies. Lastly, some
engine woes, such as deciding how to formulate the problem, what objective function to use, and
when and where to take actions when forecasting, are still unresolved academic or engineering
questions.

To address the issues mentioned above directly, this paper presents Shai-am: A machine learning
(ML) platform for investment strategies. The platform is implemented on top of a collection of
open-source Python technologies, including ML, data handling, containerization, and web
applications. The platform manages containerized pipelines for ML-based strategies with unified
interfaces and aims to provide a pure Al asset manager for various tasks in financial markets. The
core framework enables the target source code to be constructed solely as a transformation of data
filtering and pre-processing by leveraging existing modern technologies.

3.2. Types of Machine Learning

Machine learning (ML) is a subfield of artificial intelligence (Al) where computers learn from
training data without being explicitly programmed. In supervised ML (SML), a learning algorithm
can develop a prediction model based on labeled training data. The model can then be used to
classify and predict new unlabeled data. Unsupervised ML (USML) is a learning style where there
is only unlabeled data and the objective is to discover relevant patterns or the underlying structure
in a given set of independent variables. In reinforcement learning (RL), a learning algorithm
interacts with an environment and takes actions based on states to maximize cumulative rewards
in the long run.

Supervised ML approaches form the equipment for ML in wealth management. The SML
techniques covered include bagging, boosting, and neural networks. Following these is a
description of tree-based ensemble algorithms, including bagging and boosting. Feedforward NNs
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are introduced with common variation, overfitting, and hyper-parameter optimization techniques.
This is followed by a description of techniques for ML interpretability, including global surrogates,
local interpretable model-agnostic explanations, and SHapley Additive exPlanations.

Fewer resources are available for RL than for supervised ML. Commonly used policy search
algorithms are introduced, including the deterministic policy gradient, proximal policy
optimization, deep deterministic policy gradient, and soft actor-critic. For action space design,
discrete, continuous, and hybrid action spaces are defined with corresponding approaches that can
be further studied separately. In addition, the market simulation environment can be introduced to
allow backtesting of trading strategies against market data.

Equ : 2 Risk Assessment and Prediction using Machine Learning:

e Xr pprasents the features (like market ndicators, client fimancial data. #tc)

i = f(X] 1e " ,\ s the learned model functior

5 the error term

3.3. Applications in Finance

The application of sophisticated Artificial Intelligence (Al) technology, such as Machine Learning
(ML), to financial quantitative investment houses has become widely known in the last few years.
This includes both buy-side firms and sell-side firms, the former creating large out-of-the-box
products for large-scale analyses and model training on cloud computing-based data lakes. The
latter includes all financial institutions conducting complex modelling, portfolio construction, fund
price prediction, credit scoring, and anomaly detection. Statistically sophisticated solutions have
emerged. Accordingly, hardware accelerators need to be understood in terms of both market shares
and wall time towards investment horizon. Affordable high performance used GPUs can speed up
seconds scale calculation cost to minutes scale.

However, few platforms have aimed to unlock the power of ML in quantitative investment. One
study has proposed a cloud-based ML platform for improving quantitative trading. This platform
is based on established algorithms and allows users to build ML-based algorithms without prior
modelling expertise or experience. However, it contains far less advanced algorithms than those
commonly used in hedge funds, and it only provides a few market data sources. This paper
proposes Shai-am (pronounced as ‘shy am’) as an open-source integrated ML platform for
developing and deploying ML-based investment strategies. In the context of the finance industry,
the company has already produced several commercial ML platforms. However, they are closed-
source or proprietary. Accordingly, Shai-am contains a few unique modules, including agent-
broker architectures or online backtesting frameworks, which have not previously been
implemented in the academic ML platform.

Machine Learning (ML) algorithms are a hot topic in financial analysis, with studies having been
conducted on ML-approaches for various financial problems. [1] reviewed various statistical and
computational learning approaches for time-series prediction. Studies have been conducted about
the RL-based stock prediction and portfolio optimization. [2] proposed a deep-learning-based
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model which improved the trading strategy recommendation result using historical markets in
online fashion.

4. Cloud Computing Fundamentals

The use of third-party technology service providers can bring opportunities and challenges for
development and innovation to financial institutions. The potential benefits of outsourcing third-
party service providers are generically held by financial institutions. This report notes potential
risks accompanied by the development of various third-party technology service providers, types
of queries and assessments on services provided by some overseas technology service providers
extracted from supervisory reports and publicly available research. Additionally, legislative and
regulatory initiatives regarding data security, privacy and financial technology by foreign
jurisdictions are identified. Finally, policy recommendations on how to address risks associated
with third-party technology service providers are given.

The development and application of digital technology and cloud service technology are booming
globally. Through the introduction of new digital applications, cloud services, and using artificial
intelligence and other related technologies to process data, financial institutions can improve the
efficiency of data processing, reducing weighting costs, and increase competitiveness in the
industry. Cloud computing is a model that enables ubiquitous, convenient, on-demand network
access to a shared pool of configurable computing resources that can be rapidly provisioned and
released with minimal management effort or service provider interaction. The cloud computing
services are characterized by rapid elasticity and measured services. There are mainly four types
of cloud computing including: private cloud - exclusively used by a single organization; public
cloud - made available to the general public over the internet; hybrid cloud - a combination of
public and private clouds linked by technology that enables data and application portability; multi-
cloud - the use of multiple cloud computing services in a single architecture. At the same time,
there are three main cloud computing service models including: infrastructure as a service (laaS)
- computing resources are provisioned and billed as needed; platform as a service (PaaS) - cloud
infrastructure with the hardware embedded; software as a service (SaaS) - web-based applications
to users on demand over the internet.

On-Demand
Seif Service
Broad
M;:;‘:;zd Network
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Fig 3: Fundamentals Of Cloud Computing
4.1. Cloud Computing
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Cloud computing is a model for making available, convenient, on-demand network access to a
shared pool of configurable computing resources (e.g., networks, servers, storage, applications,
and services) that can be rapidly provisioned and released with minimal management effort or
service provider interaction. The rising costs and difficulties in effectively managing corporate
data centers have compelled many enterprises to seek the services of a third-party technology
service provider to manage their resource usage. In turn, these companies are increasingly
embracing a cloud computing model to deliver attractive cost efficiencies, flexible services, and
scalability to customers. Cloud computing services are typically classified into four main types:
private cloud (or on-premises cloud), public cloud (off-premises cloud), hybrid cloud (both private
and public clouds), and multi-cloud (multiple public clouds).

A cloud computing service model enables the user to access storage, servers, databases,
networking, software, analytics, and intelligence over the internet. Cloud computing services are
typically classified into three main models: infrastructure as a service (laaS), platform as a service
(PaaS), and software as a service (SaaS). laaS enables the user to rent storage, servers, and
networking components from a third-party cloud supplier; it can also deliver virtualized server
operating systems, networks, and storage on a pay-per-use and pay-per-layer basis. PaaS provides
the user with a managed platform for developers to conveniently build, deliver, and manage
applications. The services can include operating systems, development languages, middleware,
databases, and other components and services on a pay-per-use basis. SaaS supplies the end user
directly with the software they need and the data used by the software.

4.2. Types of Cloud Services

There are many different types of cloud computing products being developed and put into place
today, some by giants like Google, IBM, and Amazon and others by smaller start-ups. Each of
these products has tradeoffs inherent in its design decisions. All of them, however, share acommon
set of characteristics. They are based on virtualized infrastructure which allows them to be scalable
in a way that traditional enterprise applications are not. They are hosted on large collections of
storage and computing hardware, often referred to as data farms, which are managed by a company
dedicated to that purpose. The applications are controlled via the Internet, eliminating the need for
physically installing the software on user computers. Cloud services are usually associated with a
subscription fee that is based on the amount of computing or storage needed rather than a fixed
cost. Traditionally, the burden of large-scale investments in hardware and software has fallen to
organizations looking to deploy large machine learning models in data analysis. By moving that
responsibility to agents specializing in data storage and computing, the cloud can eliminate the
need for potentially expensive capital expenditures and allow organizations to concentrate on their
core business rather than equipment upkeep.

There are three common types of clouds: Private, Public, and Hybrid clouds. A private cloud is
one based upon a pool of shared resources, whose access is limited within organizational
boundaries and are all owned and controlled by the company’s IT organization. A public cloud is
a domain in which the public Internet is used to obtain cloud services. A hybrid cloud is a
combination of private and public clouds, and where services from each domain are consumed in
an integrated fashion. Such a cloud is primarily a private cloud that extends to the public Internet
in case of overload or failure. The industry has adopted three common types of cloud computing
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service models. The first model in the cloud computing service offering model is Infrastructure as
a Service (laaS). It refers to the provision of hardware servers, storage capacity, and network
bandwidth as a service for a fee. The second type is Platform-as-a-Service (PaaS). This is a cloud
computing model that provides a managed platform for building and deploying applications. The
last type in the common cloud service offering model is Software-as-a-Service (SaaS).

4.3. Benefits for Wealth Management

Machine learning (ML) algorithm choices depend on many parameters, and their performance
relies heavily on the quality of financial databases. Building a quality annotated dataset is tricky
business as it forces the developer to take into account many conflicting objectives like portability
Vs. accuracy, testing vs. labeling, and sourcing vs. time. Furthermore, advantageous algorithmic
data processes might take place consequently on the branded label databases. A significant
advantage of wealth management is that assets are in the universe of the client’s brokerage.
However, many business rules limit this advantage, leading to unsatisfying solutions in some
instances. The greatest bottleneck of ML employment in wealth management is the degree of
candidate flexibility, expressed as the degrees of freedom in the trading algorithm fitness function.
As a rule of thumb, the greater the observation window of the trading goal, the more exhaustive
ML’s exploitation is. Moreover, the lack of consideration of market shocks in wealth management
leads to a scarcity of robustness tuning.

ML is widely used in the investment funds sector. The financial data domain is imperfect: it can
change quickly, is imperfectly recorded, widely watched, and a commonplace for analysts and
algorithms. Consequently, it is a domain in which insights move quickly from one analyst to
another. Even a short delay of this information can alter the profit outlook of an investment strategy
dramatically. Consequently, it is a domain in which money can be made but in which competition
is fierce due to the sudden appearance of rival portfolios and their systematic adjustment. To
conduct research of sufficient quality, organizations must be big entities that store millions of
financial time series collecting data of great quality from dozens of databases, are technically savvy
to run power-demanding algorithms, and that hire skilled researchers capable of developing
interpretative models.

In a typical ensemble learning setting, a model library of eligible models is produced. These
models may differ by their type, their creational and training algorithms, and/or the initial
parameter values. Subsequently, models are hybridized in an ensemble on the holding period of
the formation, and their trading predictions are aggregated according to a sophisticated scheme.
All such tasks require large computational power as they exploit massively parallel processes. The
introduction of cloud solutions made this computational power accessible to smaller wealth
management organizations. Cloud data centers have been built to reduce the cost of data storage
and processing and to enable machine learning on extensive datasets. Due to the use of CPUs, they
perform best on tasks requiring sizable memory transfers, such as out-of-the-data-type algorithms
and higher frequency trading models.

5. Integrating Machine Learning with Cloud Computing
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Introduction to ML-based Wealth Management in Cloud Platforms This paper provides an
overview of the investment management firms (IMFs) that best adopt strategies and automated
trading strategies in this environment where it is fast-changing. It includes an overview of the
modern wealth management process needed for a full ML-based simulating platform, integrated
with cloud computing that has high extensibility. First, the ML and cloud computing combined
with wealth management firms is discussed showing the needs of this environment and how to
deal with its concerns. Second, the ML-based wealth management architecture to properly utilize
desirable strategies is discussed. Third, the implementation of the ML-based wealth management
architecture with cloud computing is described. ML-based Wealth Management Process on Cloud
Platforms A decade ago, because of a relatively stable market and longer holding periods, the
traditional rules-based investment strategy was dominant within the wealth management domain.
Then, the strategies have quickly expanded due to the rising demand for alternative data and
adaptation of ML-based strategies. However, high investment returns from these strategies have
attracted many market participants that make the competition fierce. Moreover, due to the rise of
the Fin-Tech industry, various services are provided. To follow those changes, IMFs should think
of strategies such as re-architecting their firm from a more conventional state to become more
tech-savvy. Some need to go a step further and think of fully robotic Al firms holding no human
capital for wealth managers. In recent years, many IMFs have adopted ML to support better
investment decisions. Although this adaptation has received much attention in the finance
community due to its relevance, there are various challenges often overlooked in practice.

Cloud nput Oore
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Fig 4: Machine Learning with Cloud Computing
5.1. Synergies between Technologies

The finance industry has adopted machine learning (ML) as a form of quantitative research to
support better investment decisions, yet there are several challenges often overlooked in practice.
ML tends to be unstructured and ad hoc, which hinders cooperation with others. Resource
requirements and dependencies vary depending on which algorithm is used, so a flexible and
scalable system is needed. It is difficult for domain experts in traditional finance to apply their
experience and knowledge in ML-based strategies unless they acquire expertise in recent
technologies. This paper presents Shai-am, an ML platform integrated with its own Python
framework. The platform leverages existing modern open-source technologies, managing
containerized pipelines for ML-based strategies with unified interfaces to solve the aforementioned
issues. Shai-am aims to be a pure Al asset manager for solving various tasks in financial markets.
As financial markets evolve, quantitative problems are becoming increasingly sophisticated, and
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it is crucial for investment companies to have the necessary resources and technology to analyze
massive amounts of data and execute real-time decisions. As a result, the finance industry has
adopted machine learning (ML) as a form of quantitative research to support better investment
decisions.

The focus has historically been on traditional investment strategies based on fundamental analysis.
However, in recent years, technology-driven strategies have begun to flourish by relying on
massive amounts of alternative data harvested from online sources. The rapid advancement of
graphic processing units (GPUSs) has led to exponential growth in data and computing power,
allowing for the modeling of new complex strategies. As a result, some of the world’s leading
asset management firms have begun to employ sophisticated ML models for predicting asset price
movements and designing optimal portfolio allocations. Even academic institutions study pure Al
funds that utilize end-to-end deep recurrent neural networks for proprietary investments. The key
enablers of such technology-driven strategies are the precious data and resources required to
collect, filter, and mine the entire data set, along with seamless data pipelines and modeling
frameworks to analyze those entire data sets.

Equ : 3 Client Segmentation via Clustering (ML Algorithm):

Where:
e (s the total cost of clustering
k = (' represents the set of points (chents) assigned to cluster &
C()St ( (’) e Z Z I ‘I:J . l‘l'f ‘ 2 * ; represents the data point (client's financial profile).
5] o ’-—(Tv' * i is the centroid of cluster 1.

« ks the number of clusters

5.2. Case Studies in Wealth Management

In this paper, machine learning (ML) and deep learning (DL) algorithms are reviewed for price
forecasting of financial instruments, and applications of LSTM and GRU models in FinTech are
also investigated. Various ML and forecasting approaches of financial data are also classified
along with the forecasting horizon. Additionally, ideas on the implementation of ML-based
financial forecasting models on cloud platforms are discussed. These cloud computing services
help in the deployment of ML- and DL-based financial forecasting models on the server-side, and
on the client-side, the web-based platform allows the end-user access to the models cost and
resource-efficiently. It is hoped that this literature makes a clear understanding of machine learning
algorithms in finance, and it also encourages researchers to apply new ML algorithms, financial
instruments, and cloud services to conduct their equity price forecasting problems [1]. Recently,
there has been an increasing interest in the inventiveness of capital markets. As a part of this,
enthusiasm for utilizing machine learning (ML) and deep learning (DL) for the analysis of stock
data has received much attention. The purpose of this paper is to consider what attempts are being
made to anticipate finance using ML and DL by looking at the papers which have been published
on this subject. In the stock price forecasting field, many studies have been conducted using ML
and DL. Mainly, DL-based models (stacked LSTM and GRU) have been proposed to analyze the
relationships of data sequences with the help of cloud computing. The service of cloud computing
is a good and robust platform for predictive finance projects.
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6. Data Management Strategies

Wealth management firms are faced with a rapidly expanding breadth of information, including
both critical and irrelevant data. The irreversible trend towards miniaturization and the associated
cost drop of computing devices mean that more and more information will be stored, processed,
and acted upon by such devices. This raises new vigilance instruments: more relevant news holds
a higher risk of being processed across countries and emotions than irrelevant news. Wealth
management firms must develop new vigilance tactics and strategies to process more relevant news
across cross-domain countries and different emotions. The challenge of integrating such news also
lies in utilizing information from both knowledge- and data-heavy markets.

Wealth management firms have their expertise in handling well-structured systems in a
knowledge-heavy way. Traditional tools for pair-wise comparison and triangular fuzzy coding
may seamlessly handle the difference in opinions from experts within a knowledge-rich market.
Long-short equity hedge funds need good information for investing in stocks and tend to believe
that valuation is outcome-variable. Researchers analyze structures and strategies for obtaining
better valuation in innovation in various mathematical and logical forms.

Such systems/processes are more difficult to employ in a data-heavy way; misinformation,
overreaction, and real-life constraints may dominate price movement in markets that are often
irrational and crowd-driven. Mining good correlations and conducting image recognition on social
webs enhance the soundness of the model and help improve prediction. However, traditional data-
heavy systems are largely opaque and controllable, and thus reveal lower accountability.
Combining structured systems in regression forms with semi-structured neural systems in
computational forms would provide a robust and interpretable vigilance framework for financial
markets. However, there hardly exist any frameworks that meet requirements across countries and
sentiments.
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Fig 5: Data Management Strategy

6.1. Data Collection Techniques
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Data collection has recently become a challenge due to the emergence of new applications without
training data. Most traditional applications, including machine translation and object detection,
benefit from the massive amounts of training data gathered. In contrast, more recent applications
like the analysis of products like social media or online shopping graphs have little or no training
data and need new data collection techniques. The naive approach typically involves manually
labeling such data. However, manual labeling is expensive because it needs domain expertise.
Moreover, a single data labeling task is not sufficient for generalizability. There should be
involvement from an expert in devising new labeling tasks while machine learning systems
generate heuristics for labeling based on the trained model. In some domains, the labeling process
cannot be conducted internally. Rather, it needs putting out a contract, and even then, there is a
lack of control over data security. Finally, since many of the mechanisms used to assign labels are
costly, this approach is not scalable.

Also, increasingly popular, deep learning methods do not alleviate this issue. While deep learning
can automatically generate features, feature engineering is no longer an issue, but the requirement
for training data is exacerbated. Deep learning models require more training data to perform well
than conventional methods. Without large collections of training data or good proxies for training
data, the advantages of deep learning can quickly diminish. Therefore, there is a pressing need for
accurate and scalable data collection techniques in the era of Big data. In addition, the complexities
in machine learning pipelines have supplied opportunities for product development that helps
automate workflows to remove some of the bottlenecks. Data collection is one of the research
topics identified which collects data in a scalable manner. Also discussed is standard data
collection middleware configurable with diverse collection methods and a unique frontend that
innovatively combines static and dynamic data collection for web data.

Three methods are discussed: data acquisition techniques aimed at discovering or generating
datasets, data labeling techniques aimed at labeling individual examples, and improving existing
data or training on top of trained models. In each topic, traditional and recent techniques are
surveyed. Furthermore, it is critically discussed how relationships work together, adapted to
configuration by practitioners, and based on proper techniques for different applications.

6.2. Data Storage Solutions

Data storage will implement three storage solutions: (1) In-memory storage, (2) Relational
databases, and (3) NoSQL (non-relational) databases. Each storage solution has trade-offs
concerning flexibility, accessibility, querying efficiency, and technology stack maintenance.
Hence, the combination of all three categories gives the ability to meet different business & product
requirements. To continually assess new technology opportunities, custom-built data ETL
pipelines will be implemented & maintained. (1) In-memory storage, (2) Relational databases, and
(3) NoSQL (non-relational) databases. Each storage solution has trade-offs concerning flexibility,
accessibility, querying efficiency, and technology stack maintenance. Hence, the combination of
all three categories gives the ability to meet different business & product requirements. Data
storage will implement three storage solutions: Custom-built data ETL pipelines will be
continuously assessed for new technology opportunities. Multiple databases have been evaluated
in terms of scalability, ease of management, and access for international teams. MongoDB, Cloud
SQL, and TimescaleDB have been selected for large-scale data storage in the cloud and will be set
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up initially as a proof of concept. (1) In-memory storage, (2) Relational databases, and (3) NoSQL
(non-relational) databases. Each storage solution has trade-offs concerning flexibility,
accessibility, querying efficiency, and technology stack maintenance. Hence, the combination of
all three categories gives the ability to meet different business & product requirements. Data
storage will implement three storage solutions: PostgreSQL-based data warehouses support no-
ETL data engineering. Stacks, folders/buckets, and key-value pairs/rows/tables/schemas are used
as building blocks in data engineering to store structured and semi-structured data, which is made
available via an API.

6.3. Data Security and Compliance

One of the biggest advantages of the Cloud is its ability to provide its clients with a cloud service
whenever they need it quickly and without requiring them to obtain large chunks of hardware. This
day-and-age, many wealth managers look towards Machine Learning and Cloud Computing to
help them streamline their operations through automating processes. However, one aspect of using
Cloud Computing that wealth managers need to keep in mind is data security concerns because of
the often highly sensitive and closely-guarded nature of the financial data they have to handle.

As robust and tempting as it may be to use the insights gleaned from algorithmically-driven
decision-making tools, the AlaaS solutions that come with this would leave sensitive user data
unprotected, meaning that if the cloud services were compromised, all the wealth management
firms’ or banks’ sensitive data will be leaked along with it. Banks and wealth management firms
alike really have their work cut out. Moreover, the recent swift advances in generative Al leaves
little time for wealth managers to properly design the architecture and compute infrastructure of
these services as well. Nevertheless, the sheer magnitude and potential of the intelligence gained
from understanding and deploying the recent advancements in generative Al would serve as a
positive competitive advantage against the other banks and wealth management firms.

Utilising personal cloud solutions, enrichment and segmentation of the data with the help of a
combination of readymade software and in-house solutions, and lastly the use of model
aggregation and encryption mechanisms can help alleviate the concerns of data security to make
the continued appetite for new intelligence solutions by wealth managers continue unabated.
Despite the potential and advantages of these ideas, they are nonetheless hampered by significant
infrastructural challenges and this is where the Cloud would come in to help banks make these
ideas a reality.

7. Predictive Analytics in Wealth Management

The prediction of financial asset returns is one of the most important and challenging problems in
modern quantitative finance. For the last several decades, economists and finance practitioners
have developed mathematical models for price movement, since being able to accurately forecast
the price of any security is equivalent to having a money machine. However, the relation between
equity and macro factors is highly non-linear, time-varying, and driven by complex interactions
among a large number of variables. As a result, traditional econometric approaches build on
linearity assumptions, fixed parameter specifications, and restrictions on state space, facing a
critical challenge in reality.
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Over the past two decades, driven by the rapid growth of data and computing power, researchers
in various fields have witnessed the emergence of a new class of Machine Learning (ML)
techniques. Unlike traditional econometric models, these techniques focus on building flexible and
parsimonious models free of distributional and functional form assumptions. As a result, they have
been gaining traction in finance, economics, and related fields. The development of powerful
computational platforms has also played a crucial role in the mushroom growth of ML techniques,
by introducing enormous improvements in terms of computation time and scalability.

The current wave of ML techniques stems in large parts from a notion popularly being unfolded
since 2000, namely, neural networks (NN). Since the dawn of Al, NNs have been the workhorse
of mechanistic modeling in various fields, in addition to being advocated as promising approaches
to capturing complex co-movements in high-dimensional multivariate time series. In the new
revolution, classic NNs with several important enhancements, such as deep architectures,
convolutional structures, stochastic training processes, embedding, and filtering principles, have
offered enhanced performance in predicting a myriad of applications.

: I [
Fig 6: Al in Wealth Management

7.1. Understanding Predictive Models

Financial market prediction has been an intensively researched topic for decades, which is
conventionally modeled by stochastic processes. However, traditional financial models imply
difficult pricing approximations and results, which bear no direct banking interpretations. No-
arbitrage based models, on the other hand, usually allow for different factors affecting stocks’ price
movements and, therefore, additional interpretations, but need complicated computational
algorithms for solution seeking. Market prediction is crucial for both financial institutions and
individual investors as it could provide better investment planning and capital preservation from
drastic market movements. Predicting stock price through time series has been a hot research area.
Accurate prediction model is desired for effective market decision support.

With the advance of machine learning, the application of diverse machine learning algorithms has
been in growing popularity to improve the market prediction performance. Nevertheless, a sensible
selection of features is still a challenging job. In stock price predicting, the selection of features
includes stock price signals and macroeconomic variables. The former typically assumes the
effectiveness of information reflection in the price quantum and thus may vary across stocks and
dynamically change, while the time series structure of the latter signals relies on the proper choice
of feature time duration. Hopefully, time-invariant textual information could widely and
consistently serve on stock price predictions. Predicting stock reaction to the arrival of future news,
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the top-down time window selection enables large-dimensional features with low, stable, and quite
independent estimation errors.

7.2. Risk Assessment and Management

The combination of machine learning and cloud computing stands to augment the probability,
speed, and scale of wealth management firms of all sizes to access and use transformational
technology. This section discusses opportunities afforded by these together and makes an example
of modern portfolio construction. The overarching goal is to establish a clear long-term advantage
through implementation of next-generation portfolio engineering using technology that is available
today. Technology continues to evolve at a rapid pace and as never before more opportunities arise
for both unconstrained and constrained rebalancing strategies. The challenge is how to take
advantage of them and implement this without serious inefficiencies across the firm. The scale of
the opportunity is unprecedented but should be regarded with some caution in segregating the hype
around Avrtificial Intelligence from the genuine advances. At its core wealth management is about
the structuring of client portfolios whereby the portfolios hit a target risk-return specification or
exceed both absolute and benchmark returns. At its heart, portfolio construction is easy. The
markets are well known, there are myriad sources of given asset expected returns, uncertainty in
returns and correlations. It is well-known how to solve for the optimal portfolio. At its head wealth
management is a challenge of scaling which leads to compromises by firms of all sizes. These
comprise strategy construction, detail of modelling, implementation in terms of trade signal
generation and execution, controls and monitoring. Each of these areas of compromise provides
opportunities for next-generation thinking that can keep wealth managers ahead of issues before
they even arise. However, it is hardly surprising with the transformation of technology that wealth
management is a target for change. After all it has many of the same factors as investment banking;
opaque, staid, client barriers to switching, a plethora of disconnected, legacy systems. As such
there is a huge scope for disruption by commaoditization of the service, along the lines of the model
adopted by many of the successful fintech companies in investment banking. It is proposed a
reformulation of portfolio decision-making through a risk/investment hierarchy that is continual,
dynamic, and multi-scale. The structure of the hierarchy is constructed to frame discrete
arguments, or policies, in terms of continuous decision parameters. Efficient policies are those
which yield a satisfactory trade-off between risk and return and outperform existing techniques in
both mean-variance and utility formulation. These policies are visualised, analysed, and tuned. In
particular, this reveals clustering phenomena accompanied by emerging analogies with physical
systems. The framework is powerful because, within this probabilistic structure, machine learning
methods can be applied directly to frame risk-aware portfolios. Some examples are given of
successes in scaling to models never before thought possible in terms of number of assets and
sensitivity to changes. Current disadvantages in terms of trading systems cause delays in coaching
new policies across the firm, though this will be alleviated with the advent of cloud-computing.
The combination of machine learning and cloud computing stands to augment the probability,
speed and scale of funds of all sizes to access and use transformational technology together. Want
a risk management framework that is dynamic, risk-sensitive, multi-scale and continually
adaptive? Yes? Then expect it to take a while to arrive.

7.3. Client Behavior Prediction
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With the investment market continuously evolving and technology advancing rapidly, having a
quality wealth management strategy and partner is crucial. Investors often face situations where
they are forced to make financial decisions but lack the necessary information. These situations
create a need for financial advisors, as they have the expertise to assist clients. However, wealth
management clients are diverse, and their concerns vary significantly based on personal attributes.
For effective communication, it is essential for financial advisors to understand their clients. By
anticipating client needs, refined financial products and services can be provided. Hence, client
behavior prediction gains relevance in the wealth management landscape.

As behaviors and tendencies vary from one client to another, determining the appropriate
recommendation based on the situation becomes challenging. Furthermore, it is important to
discern whether the interaction has been fully understood and satisfaction has been attained. Each
advisor possesses a different investment strategy type, with each client having varying behaviors
that directly impact how clients are approached and communicated with. As the demand for wealth
management services grows, the volume of data created by financial advisors is increasing, but
wealth management firms cannot effectively utilize this data. Therefore, it is necessary to develop
a machine learning model that enables wealth management firms to better understand and analyze
their clients.

Client behavior prediction represents the determination and anticipation of a client's potential
inquiry based on their prior activities. Understanding the customer journey is essential for
companies to create appropriate services that enhance consumer satisfaction and experiences.
Analyzing customer interactions helps to improve service structure. Since the client's major
concern is predicting and preventing potential risks, the model does not include specific time
stamps in the input. The training data could be used for a long period before the prediction is made,
but predictions made too late may lead to a decrease in market share. This model aims to detect
behavior signals immediately after the interaction. The prediction intent is to classify what type of
recommendation will be made.

8. Personalization of Wealth Management Services

The wealth management industry is in a major confrontation with rapidly changing customer
behaviours and expectations. This change is induced by the intense competition in the market,
which is further heightened by the entry of large technology firms looking to take market share
from incumbents in the space, as they have with other financial services like payments and lending.
The proliferation of new technologies causes a massive transformation of wealth management
(WM) offerings and processes, leading to the emergence of a totally new space popularly known
as “Tech-Enabled WM” or “WealthTech” in short. A wealth technology (wealth tech) platform
can typically be characterized as a modular and fully integrated digital ecosystem of technology
that is designed to automate and optimize WM processes to provide a wide array of financial
services. The use of WealthTech solutions may mitigate the risks of poor digitalization and
financial services and its consequences of compliance failure, declining operating efficiency,
reduction in service quality, deteriorating client experience, and client attrition.

The wealth tech stack requires the concurrence of different creative and managerial forces. To
make the optimal choice across these layers, considering how they cooperate is crucial. A
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proprietary slow-moving legacy carousel that fails to assemble perfectly with swift-moving
options through smart contracting dooms wealth tech’s profitability. More critical than ideal choice
making is a common vision of user experience, client journey, and operating model across the tech
stack, aligned incentive schemes, regulatory foresight, and a union outside of wealth tech. A series
of business case studies are provided that show how different organizations have successfully
fashioned, invested in, and orchestrated their wealth tech stacks. The trade-offs necessitated by
these decisions are also discussed, highlighting the challenges faced in the choices available in
terms of technology vendor selection, each building block’s proprietary developments, opportunity
acquisition through partnerships or investments, the weighing of buy versus build, greed
necessitating corporate transactions, and culture diversity. With the rapid adoption of machine
learning in the finance industry, large computational advances, data volume explosion, and
algorithmic innovations in new domains, there arises a greater focus on fine-tuning deep learning
models for portfolio construction.

8.1. Client Segmentation Techniques

Customer segmentation is a relevant field of study for many businesses as their customer bases
grow. Within the banking sector, institutions have typically assessed customer segmentation using
demographics such as age, gender, or location. However, these features create coarse segments
and therefore tend to introduce potential for discrimination. These conclusions highlight the
importance of fine-grained segmentation, a topic that is considered by some as key, yet the
scientific community has been surprisingly quiet on for long. Machine-learning has become
ubiquitous across multiple industries, attracting more attention than ever. Subfields such as
representation learning, counterfactual reasoning, or sequential decision making, offer a plethora
of avenues for micro-segmentation into fine-grained classification. Nevertheless, the appropriate
adoption of Al in a financial context is sensitive and entails legal and ethical obligations that must
be adhered to. The application of the mentioned ML techniques within the finance space, other
than the commonly employed more traditional predictive models thereof, are therefore rare.
Successful adoption of ML entails explainability and interpretability, which are regarded as key
elements of responsible (and consequently trustworthy) Al. In its general sense, explanation refers
to a symbolic representation of a model, while the definition of interpretability can be seen from
the perspective of humans attempting to understand a model. The ultimate aim is to extract and
facilitate the use of salient features in future financial services. Significant potential has been
shown in both predicting default rate and customer liquidity indices. The respective applications
of explainable Al in finance herein are categorical shootings with the ultimate goal being the
development of personalized financial services in which responsible customer micro-segmentation
is key.

Customer segmentation based on demographic and transactional data is adequately addressed
using decision trees. The method is reliable and thorough, allowing the evidence of the results
therefrom to be broadly disseminated. Despite the simplicity and security it provides, it is a tool
for effective marketing policy implementation. The potential of using complex methodologies has
also been analyzed. Artificial Intelligence seems apt to achieve excellent results as well, since a
longer model’s training time tends to offer a better performance over the test sets. There might be
some black-box that could be hard to interpret for the manager. Nevertheless, there are several
techniques that allow analyzing how variables explain the model’s output, even though the results
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would be recruitable in numeric p-values. Additionally, more advanced techniques are in
development, such those based on knowledge graph analysis.

8.2. Customized Investment Strategies

Traditionally, fund managers discover stock by interpreting various company reports, market
news, and analysts’ predictions, all of which are subjective and fuzzy. They analyze financial
statements and build long-term statistical models to calculate the fair value of a stock. Some
insights from financial models—Ilike earnings surprise and P/E ratio—will be highlighted;
however, this type of analysis will regard all choices as numerical. They do not consider other
influential factors in stock movement, such as news or macroeconomic change. Most of the
research strategies are visible to some extent, and therefore, gameable.

Advances in natural language processing (NLP) and sentiment analysis have extracted insightful
vectors from unstructured data text. When a company report or news article appears, keywords
appearing in text are converted into vectors, which are then input into various models, such as
LSTM, BERT, and attention models with the intent of predicting stock movement. An important
concern of this kind of strategy is that news is already known before a fund manager can react.
Other researchers analyze factors affecting the market microstructure of stock movements in a few
seconds to a few minutes.

9. Conclusion

The global wealth management sector is undergoing rapid and disruptive transformation. The
shifts are exacerbated by increasing regulatory pressure, decreasing trust in established asset
management firms, and new geopolitical dynamics. This transformation is embraced and
accelerated by technology firms. These firms leverage cloud computing, advanced machine
learning algorithms and behavioral finance approaches to complement the operations of the wealth
management value chain with an additional service tier that radically improves client experience
and operating efficiency. A DIY digital asset management service greatly reduces the increased
cost burden to comply with regulation and offers an additional revenue stream with great
scalability potential for existing asset management firms. The wealth management sector globally
is enormous and shows satisfying growth prospects. However, the industry itself is mature and
labor-intensive. Thanks to the advantage of the cloud computing, machine learning and behavioral
finance approaches combined, tech firms are in power to provide a similar service tier as a
disruptive competitor to incumbent firms.

The current geo-political economic climate generated by the US-China trade. The rising
competition forced Beijing to unleash a flurry of investment incentives for their tech firms to
accelerate their internationalization. Tech firms in China with leading edge in cloud computing
and Al algorithms/technology are in demand regionally to ramp up the development of the finance-
tech sector in the global wealth management industry. With the same being true for tech firms
globally, the emerging overlaps between the two sectors warrant close policy scrutiny to promote
healthy competition. In future directions, forensic accountancy is a promising impact application
in the finance sector in examining substantial advantages from a legal perspective. Meanwhile,
further information network and model standardization are desired for the DIY asset management
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application on a macroeconomic scale. A business plan for the next stage product generating
revenue streams from asset management is also on the agenda.

9.1. Future Trends

As computer and storage capacities continue to increase alongside drastically decreasing costs,
the volume and variety of data will keep growing, giving potentially valuable and non-traditional
insights. Consequently, prediction accuracy is anticipated to improve, or at least a wider range of
factors will be considered in the construction of financial models. With the amount of investment
and scientific endeavor in the area, it seems safe to expect significant investment research
breakthroughs in the coming 5 to 10 years, which will alter the current order of the investment
industry. However, verifying and validating new scientific approaches, product launches, or
models will remain very important and challenging. Many surprises are to be expected in those
areas due to the notorious difficulty of high-dimensional information processing. Similar to Gene-
Matrix or Factory-Al-type costs, there is also a risk of encountering “risk-assetusiast” type End-0
models in the investment field: hypotheses or models that are not driven by any sound and testable
bases but are recurring and adaptive “roaming” rules residing in the intersection of an expansive
set of informational and behavioral assumptions.

More broadly, wealth management advisory functions are expected to be substantially augmented
by cloud-co-ML, especially in the areas of portfolio performance assessments and peer
comparisons via mined mutual fund behavior patterns. Modern portfolio theories and their variants
are anticipated to see further developments with respect to endogenous risk-asset correlations since
economies generally evolve endogenously instead of in a reductionist fashion. The timing and
possible limits of these changes will reflect the joint distributions of the price sensitivities of
_weightk and _svdd. A wealth management use case is envisioned where both high-dimensional
co-Km and cloud training are needed. Personal propensity to outperformance will be optimally
adjusted by personality types through user-threaded co-ML on either motherships or client clouds.
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